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Abstract

Sociologists have seen a dramatic increase in the size and availability of social network data. This
represents a poverty of riches, however, since many of our analysis techniques cannot handle the
resulting large (tens to hundreds of thousands of nodes) networks. In this paper, I provide a method
for identifying dense regions within large networks based on a peer influence model. Using software
familiar to most sociologists, the method reduces the network to a set of m position variables that can
then be used in fast cluster analysis programs. The method is tested against simulated networks with
a known small-world structure showing that the underlying clusters can be accurately recovered. |
then compare the performance of the procedure with other subgroup detection algorithms on the
MacRea and Gagnon prison friendship data and a larger adolescent friendship network, showing
that the algorithm replicates other procedures for small networks and outperforms them on the
larger friendship network. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Early social network theorists argued that the power of social networks lies in large-scale
connectivity (Pool and Kochen, 1978; Rapoport and Horvath, 1961). The extended effects
of social networks are clear when we consider the spread of diseases, such as HIV/AIDS,
that have crossed the globe (mainly) through an intimate but far-reaching social network.
A tradition of work on the small-world problem similarly rests on large-scale connectivity,
which has been shown to have potentially important consequences for information and
large scale coordination (Watts and Strogatz, 1998; Kochen, 1989; Milgram, 1969). Work
on large social networks promises to provide new empirical support for visions of social
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class and structure that rest on interaction patterns (marriage, work relations, and informal
association) instead of nominal categories (Warner et al., 1963; White, 1965).

For the 30 years or so since these early insights, however, the vast majority of empirical
network research has focused on small (less than 100, usually less than 50 nodes) networks
(for discussion, Wellman, 1988). Recently, our ability to collect data on large social networks
has outstripped our capacity to meaningfully analyze such networks. Most tools developed to
analyze networks were developed for small networks and run into significant computational
barriers in large networks. Working on graphs with over 10,000 nodes, for example, is
cumbersome with most social network packages. !

Two classical social network theories provide insights that can help analyze large net-
works. First, the small-world literature has shown that while most of our acquaintances
tend to be acquainted with each other, short acquaintanceship chains (relative to the size
of the network) link most pairs in the network. This high degree of local clustering sug-
gests that a practical approach to studying the structure of large networks would involve
first identifying local clusters and then analyzing the relations within or between clusters.
Second, we know from work on peer influence that people tend to be similar to each other.
Based on an endogenous influence process, close friends tend to converge on similar atti-
tudes (Friedkin, 1998) and thus clusters in a small-world network should be similar along
multiple dimensions.

In what follows, I show how one can use an endogenous peer influence model to identify
clusters of closely related actors in large networks. The resulting algorithm is computa-
tionally efficient and can be implemented with programs familiar to most social scientists.
After providing a set of definitions for terms used throughout the paper, I provide a short
background to the problem of identifying dense sub-regions within networks, explaining
why these procedures tend not to be useful for large networks. I then review the relevant
details of a peer influence model and present the resulting recursive neighborhood mean
(RNM) algorithm for identifying peer groups. I then test the RNM procedure on large sim-
ulated networks with a known structure and observed networks of prisoner and adolescent
friendships.

2. Background
2.1. Definitions

I represent a social network as a finite graph, G(V, E), where people are represented by V,
the set of |v| vertices, and relations by E, the set of edges composed of pairs of vertices. An
actor i is adjacent to actor j if (v;, v;) € E. 2 The set of all nodes adjacent to node i is that

! This limitation is becoming less serious as new network packages develop. PAJEK (Batagelj and Mrvar, 2001)
is designed to work with very large networks, and while the standard PC version of NEGOPY is hard-coded to
1000 nodes, the authors can extend the program to handle networks of more than 30,000 nodes. Multinet (Richards
and Seary, 2000) and UCINET (Borgatti et al., 1999) both have data capacity limited to computer memory, with
size limitations that vary by analysis technique.

21 assume that actors do not relate to themselves and thus (v;, v i) ¢ E.
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actor’s neighborhood. A path in the network is defined as an alternating sequence of distinct
nodes and edges, beginning and ending with nodes, in which each edge is incident with
its preceding and following nodes. Actor i can reach actor j, if there is a path in the graph
starting with i and ending with j. The length of the path from i to j is equal to the number
of edges in the path, and the shortest path connecting any two vertices is the geodesic. If
there is a path linking every pair of actors in the network then the network is connected.
In general, a set is maximal with respect to a given property if it has the property but no
proper superset does. A component of a graph G is a maximal connected subgraph of G.
A bicomponent is a maximal connected subgraph of G in which every pair of nodes is
connected by at least two paths that overlap by only the start and end nodes. A clique is a
maximal subgraph of G in which every pair of actors in the subgraph is adjacent. The level
of clustering in a graph relates to how uniformly ties are distributed throughout a network.
When ties are concentrated within subgraphs, the network is clustered. A network is said to
have a small-world structure when it is clustered and the average distance among all pairs
(the characteristic path length) is close to that of a random graph of similar size and density.

2.2. The problem

If most large networks admit to a small-world structure, then areasonable analysis strategy
for large networks involves first identifying the local clusters. Once such clusters have been
identified, one can then analyze the internal structures of the clusters or relations among the
clusters to get a picture of the global network structure. While we suspect that most social
networks are highly clustered, and can show that large graphs conform to such a structure
with respect to certain global parameters (such as path length), identifying the relevant local
clusters is daunting. We thus need an efficient group detection technique that will provide
a reasonable first cut on the structure of these large networks.

The simplest form of network clustering is based on connectivity (Harary, 1969; White,
1998). Substantively, components and bicomponents are minimum requirements for primary
groups, ensuring that the identified groups are connected and, if at least a bicomponent, struc-
turally cohesive (Moody and White, 2001). Non-polynomial time algorithms are available to
identify components and bicomponents, and exist for tricomponents. While low-polynomial
time algorithms exist for identifying higher k-connected components (Moody and White,
2001), they are still impracticably time consuming for networks with tens of thousands of
nodes. Usually, a single giant component (or bicomponent) that contains almost every node
in the network dominates large graphs beyond a certain density (Palmer, 1985). Thus,
while identifying components in the graph is a necessary first step in any analysis, it often
does not meaningfully reduce the complexity of large networks.

Most extant procedures for identifying dense clusters beyond low-level connectivity
in graphs either search the network for specific graph—theoretic features (such as cliques,
k-cores, or k-plexes), or iteratively assign nodes to groups until an optimum index of network
clustering (such as the ratio of ties within groups to ties between groups) is found (Alba,
1973; Borgatti et al., 1999; Fershtman, 1997; Frank, 1995). These techniques tend not to

3 In fact, the reachability properties associated with small-world graphs depend on the fact that a small number
of random links in the overall network results in a relatively high global connectivity.
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be useful for large networks because they are either computationally inefficient or do not
substantively identify primary groups (or both). A more computationally efficient method
would use summaries of the network structure to cluster nodes within an analytic space,
such that nodes with many common partners are situated close to each other. One can then
use pattern recognition algorithms or cluster analysis to identify groups based on these
position (Richards, 1995).

Most graph theoretic approaches to identifying dense clusters in a network start with
fully connected cliques. Cliques are not useful for large networks; being both computation-
ally inefficient (requiring exponential running time to find) and often identifying groups
that either heavily overlap or miss substantively important groups that are not completely
connected. While the overlapping structure of cliques can be used to identify more loosely
connected groups in small networks, the analysis procedure is cumbersome for large net-
works (Freeman, 1996).

These limitations have led methodologists to relax the clique requirement.* An obvious
starting point for relaxing the requirement of cliques is to focus on the number of people
to which each node is connected. A k-core is a maximal subgraph in which every node
is adjacent to k other nodes in the subgraph. While computationally efficient, when the
network has a small-world structure, ties between dense local regions confound k-cores
by cutting loosely connected members of subgroups from the group and placing highly
connected members of different subgroups together. Other graph-theoretic measures, such
as k-plexes, or k-clans, that are based on degree or path criteria, are similarly limited (and
more costly to calculate) making them unwieldy for large networks.

The second common approach is more direct, seeking to identify dense regions of the
network by searching through various group assignments until a parameter that summarizes
the clique structure (such as the ratio of within-group to between group contact) is maxi-
mized (Borgatti et al., 1999; Frank, 1995). While theoretically appealing, such procedures
require assigning nodes to classes and then repeatedly moving nodes from one group to
another until an optimum partition is identified. The iterative nature of these procedures is
often very time consuming.

Given the wealth of new data on large social networks, researchers have the opportunity
to test the initial global connectivity insights of early network theorists and extend social
network research beyond the local group to larger communities. To do so, however, we need
a computationally efficient and substantively accurate procedure to partition a network into
dense regions. The most analytically useful procedures for large graphs would assign nodes
to single groups in a manner that is consistent with what we know about small-world
networks. The goal is to provide researchers with a first cut on the network: once these
groups have been identified, one can then apply the previously developed measures to the
smaller regions of the graph and identify subtle distinctions (cluster overlaps, bridges, etc.)
in the global network structure.

4 See Moody and White (2001) for an extended discussion of many of these measures.

5 For example, clustering a 300 node network from Add Health with UCINET V’s FACTIONS routine took
about 7h. An attempt to identify clusters in 1000 node network failed to converge in less than 3 days and was
cancelled.
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2.3. A peer-influence analogy

Much social network research has focused on peer group similarity (Billy et al., 1984;
Cohen, 1983; Kandel, 1978; McPherson and Smith-Lovin, 1987), finding that members of
close peer groups tend to be similar along multiple dimensions. While multiple selection
and focal factors likely account for some of this observed similarity (Feld, 1981), much
is likely due to a dynamic and endogenous influence process (Friedkin, 1998; Friedkin
and Cook, 1990; Friedkin and Johnsen, 1997). This peer influence model suggests that
people adjust their opinions and attitudes based on the opinions and attitudes of their close
associates. Consequently, groups of people that are tightly connected within clusters tend
to have similar opinions.

This process can be modeled as an iterative adjustment sequence, where each person
takes account of the attitudes of their peers and adjusts their own accordingly. Formally, the
system can be modeled with two equations:

YV = xB )]
YO = AWy 4 1 - A)Y! )

where Y is an N x m matrix of opinions, X an N x k matrix of k exogenous variables that
influence opinions through the set of B coefficients, A the diagonal matrix that represents
the relative weights of endogenous interpersonal influence, and W is an N x N matrix of
interpersonal influence based on the network contact structure (Friedkin, 1998, Chapter 2).
If we ignore the exogenous influences (as I will for the purposes of the algorithm below),
the above reduces to:

YO — wyt—D 3

The most common way to construct W is to row normalize the adjacency matrix such that
each of ego’s contacts has influence proportional to contact volume (Friedkin and Cook,
1990). In systems, where there are local clusters of relations, the process defined in Eq. (3)
will generate homogeneity within groups. If the initial opinions are also uncorrelated, then
within group homogeneity across multiple dimensions will yield unique opinion combi-
nations that define particular groups. Thus, if we simulate the peer influence process in
a network, but set the initial opinions to be random, then each dense region of the graph
will come to occupy a unique position in the m-dimensional space defined by Y, the set of
opinion variables.

Alternative peer influence models are available in the literature that incorporate differ-
ences in the information available to actors or how they know it (Frank and Fahrbach, 1999;
Mark, 1998; Chaiken and Stangor, 1987). Frank and Fahrbach argue, for example, that if
actors are influenced by exposure to information, as opposed to normative pressure, then
only those paths that bring new information are salient. This approach leads to an influence
model that focuses on particular paths that convey information at a particular time, reducing
the potential redundancy found in simpler models. As with other alternative peer influence
models, Frank and Fahrbach’s approach avoids predicting too much within-group similar-
ity. Using an attenuation parameter (6), they are able to decrease the extent of interpersonal
influence and anchor attitudes in a manner that prevents extreme opinion formation (p. 262).
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This attenuation and anchoring allows the models to more accurately capture within group
attitude variance. However, while model details vary, all agree that actors who share salient
ties tend toward similarity, which is the property I wish to exploit for finding groups in a
network. © To be most effective at uncovering dense regions in the network, any computa-
tionally efficient model that generates maximal within-group similarity will work.”

3. An influence based algorithm
3.1. Recursive neighborhood means (RNMs)

The algorithm I propose mimics Friedkin’s endogenous influence process for a set of
random variables, and is presented in the following Box 1.8

Box 1. Recursive neighborhood mean (RNM) algorithm

1. Assign each person in the network a random number on each of m variables, Y.
2. Do t times.
3. Reset each person’s value(s) for Y to the mean of their contacts.

Initially, each node is assigned a uniform random value between 0 and 1 for each of the
m columns in Y. At every iteration, each node’s value (Y;,,;) is replaced by the mean of
their contact’s values:

> Yimi—1

4
L] “4)

Yimt =

where i indexes nodes, m indexes dimensions, ¢ indexes the iteration number and L is the set
of ILI people ego is adjacent to in the graph. Note that one can introduce multiple dimensions
by expanding m. If the network is stored as an adjacency list and the m “opinions” stored in
a similarly sorted dataset, ¥; can be calculated quickly (Gibbons, 1985). Each iteration of
the RNM procedure visits each node once, pulling the values of Y for the node’s neighbors.
This means that the number of operations for each iteration is Nd, where N is the number
of nodes and d is the average degree in the network. °

6 Setting Frank and Fahrbach’s attenuation parameter to one recovers the Friedkin model (Frank and Fahrbach,
1999, p. 261).

7 In some circumstances, one might have network data that could trace information flow, such as email exchanges
in a large corporation. When such data are available, an alternative model based on information exposure might
be of more interest.

8 All examples of this algorithm used in this paper were done in SAS, and sample code can be found at
http:/www.sociology.ohio-stat.edu/jwm/largeClusters/index.htm.

9 It is possible to get the resulting values based on the peer influence equations, since Y>° = W*¥!, which under
some conditions can be estimated based on Eq. 2.11 given in Friedkin (1998). However, for large graphs, it is faster
to simulate Y than to store and manipulate the matrices required to estimate Y°°. A similar approach is used in the
first pass of NEGOPY (Richards, 1995). NEGOPY, however, differs in that it (a) limits the assignment procedure
to one dimension and (b) uses a weighted mean based on relationship strength and the number of two-step links
connecting each pair of nodes. This type of weighting could be incorporated in the RNM algorithm.
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Fig. 1. One-dimensional RNM layout.

As an example, consider the network presented in Fig. 1.'0 The network in Fig. 1
contains 1800 nodes in a highly clustered network. Clusters range in size from 100 to
300 nodes. In Fig. 1A, the network is arranged based on one dimension of the process
outlined in Box 1, distributing cases along a single line. This process is similar to that used
to array initial clusters in NEGOPY. Some clear clustering is evident, as can be seen by
the gap in the left side of the network. In Fig. 1B, the horizontal dimension is maintained,
but the known clusters are arbitrarily distributed across the vertical axis, allowing one to
see how well known clusters converge on the same area of the line. Clearly, most cluster
members are close to each other in the horizontal dimension, indicating that the RNM
process generated agreement within clusters. However, while internal consistency is high,
many clusters occupy a similar position on the line. As such, applying a pattern recognition
algorithm to a single dimension would be unable to satisfactorily distinguish two clusters
from each other since there is simply no information that uniquely identifies the groups.

In Fig. 2, a second RNM dimension is added to the figure. The horizontal axis is the same
as that presented above, but the vertical axis is determined by the second RNM position
variable.

Because the initial random variables input into the RNM procedure are uncorrelated, the
probability that any two clusters will converge on the same portion of the resulting space is
small. Instead, the resulting dimensions clearly separate nodes into distinct regions of the
variable space. While two dimensions are sufficient for the 10 clusters in the comparatively
simple network above, as the size increases by orders of magnitude, a problem similar to
the one-dimensional case can arise, and we need to increase the number of dimensions used
to identify clusters. !!

10 A1l network figures are drawn using PAJEK (Batagelj and Mrvar, 2001). Full color versions of the figures can
be found at http://www.sociology.ohio-state.edu/jwm/largeClusters/index.htm.

I The graphical representation in Fig. 2 suggests a natural link between this procedure and multi-dimensional
scaling techniques (Weller and Romney, 1990). When the number of nodes is small, it may be useful to use the
graphical representation to identify dense regions in the graph, though this quickly becomes unwieldy as the
number of nodes increases.
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Fig. 2. Two-dimensional RNM layout.

3.2. Identifying clusters

Once one has generated Y, clusters can be identified using cluster analysis (see Wasserman
and Faust, 1994, pp. 381-385, for similar examples). This raises two related questions: Are
there any clusters in the data? And, if so, how many clusters are there? In general, theory
should guide answering the first question, as the algorithm is intended to apply in settings
where a small-world structure is suspected. Empirically, one can often determine whether
a graph has a small-world structure with the clustering coefficient, C, defined as the aver-
age fraction of pairs of neighbors of a node which are also neighbors of each other, and
the characteristic path length, ¢, defined as the average distance between pairs of nodes
in the network (Watts, 1999), both of which can be compared to random expectations for
particular graph models (Newman, 2000). Alternatively, one can use the triad census and
corresponding random graph distributions (Wasserman, 1977) to determine the underlying
topology of the network (Johnsen, 1985, 1986). Recent software advances have made com-
puting the triad census for large graphs straightforward (Batagelj and Mrvar, 2001; Moody,
1998). Finally, when the graph is small enough to make generating multiple random graphs
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feasible, one can use a statistical model to compare observed cluster solutions to solutions
from similar random graphs (Frank, 1995).

Assuming the network contains clusters, one must determine the number of clusters,
which can be tricky. Wasserman and Faust (1994) make a pragmatic argument, saying,”. . .
the ‘trick’ is to choose the point along the series [cluster partition sequence] that gives a
useful and interpretable partition ... Theory is the best guide.” (p. 383). In the absence of
strong theoretical expectations for a particular number of clusters, some statistical guides are
available within the cluster analysis literature (for a review of multiple criteria, see Milligan
and Cooper, 1985; Milligan, 1996; Koehly, 2001), but these often result in a small number
of very large clusters. In many cases, the dendrogram produced by the clustering procedure
will suggest a natural number of clusters, which is often the most pragmatic solution.

Alternatively, one can explore multiple partitions based on the cluster hierarchy and
choose a partition that optimizes a network clustering index, such as Freeman’s (1972)
segregation index. Hierarchical clustering methods place individuals who are close to each
other in Y together in a group. These groups are then joined together based on how close
they are to each other creating a new group, and so forth until all members are held in a
final group. This results in a tree, starting at the bottom with each individual and ending
at the top with every individual in one set. At each stage, one can evaluate the extent of
clustering for each group. Starting low in the partition tree, we walk up each branch, and at
each joining point ask whether combining the two groups into one improve the fit for each.
If so, then join them, else stop along that branch of the tree.

Freeman’s segregation index is a useful measure for such an approach. Freeman defined
network segregation as the difference between the number of observed cross-group ties and
the number expected under random mixing. A network with many dense clusters would be
highly segregated. For any group A, the segregation index, SEG(A) would be:

SEG(A) = 2 =X )

E(X)

where E(X) is the expected number of contacts between group A and not A, calculated
based on the marginal values of the group mixing matrix, and X is the observed number of
contacts between group A and not A. ' If all ties were sent within group, then the index
would = 1, if ties were sent between groups at a level equal to random chance, then the
index = 0. Fig. 3 provides an example of this tree-walking procedure on a starting partition
of 20 groups. Values within the nodes indicate the segregation index, and shaded nodes
illustrate where we would identify a group.

This approach to identifying the number of clusters in the data does not assume that
groups are formed equally well at a given level of the partition hierarchy. Thus, we may
cut the tree at lower levels along one branch than we do another. This is useful in situations
where groups are of different sizes or densities; elements that confound many standard
stopping rules.

12 An alternative to the segregation index is the group mixing odds ratio (Mosteller, 1968), which has the advantage
of being margin free, which would be useful if you suspect groups of very different sizes or interaction levels.
One could also follow Frank (1995), and use a log-linear framework to test model improvements at each level of
the hierarchy.
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Fig. 3. Cluster partition tree.

4. Evaluation

How does the procedure outlined above perform with networks that have a small-world
structure? To test the algorithm, I first simulate a set of large networks with a known
cluster structure and see if the procedure can recover the known clusters. The simulation is
designed to answer two questions. First, can the RNM procedure successfully differentiate
nodes sufficiently for a fast cluster analysis program to identify dense clusters within the
network? Second, since the algorithm is an iterative procedure across multiple dimensions,
what is the optimum number of dimensions and iterations?

4.1. Simulating small-world networks

The key substantive feature of a small-world network is that people’s relations tend to
fall within a small number of close associates, some of whom have ties to people outside the
primary group. Furthermore, most networks likely have a nested structure, as departments
are nested within universities, neighborhoods within cities within states, and so forth. As
such, most ties sent outside the primary group are likely not sent to the population at random,
but fall within a wider secondary group. To test the RNM algorithm, I construct networks that
have a three-layer structure. Each node is embedded within a small primary group, which is
embedded within a larger secondary group, which is embedded within the total population.
The networks are constructed by identifying the number of ties each person sends to each
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Table 1
Simulated network descriptive statistics
Structure Network Degree PG degree SG degree Pop degree
Primary group size: 50 1 Mean 9.13 8.74 0.36 0.033
Secondary group size: 400 S.D. 2.28 2.19 0.58 0.18
Population size: 20,000 Range 1-20 1-19 04 0-2
2 Mean 9.08 7.80 1.25 0.030
S.D. 2.43 2.19 1.06 0.17
Range 1-20 1-18 0-7 0-2
3 Mean 9.21 5.92 2.61 0.67
S.D. 2.54 2.09 1.34 0.74
Range 1-20 1-20 0-10 0-4

type of alter (primary group member, secondary group member and population at large),
based on draws from a random normal distribution with specified mean, standard deviation
and range. No further structure is implied within primary groups or between secondary
groups. Table 1 presents the mixing statistics for each of the simulated networks.

& C
& &8
% % © Network 1 Network 2 o

Network3 e

Fig. 4. Examples of relations within one secondary group for three test networks.
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The networks differ in the extent of within-group mixing. In the first network, almost all
ties fall within the primary group and only 3% of the population have contacts that extend
beyond their secondary group. These graphs have a tight clustering, which can easily be
seen when one of the secondary groups is plotted, as in Fig. 4. The other networks relax the
extent of within group mixing, expanding both the number of ties to the secondary group
and the number of ties to the population at large.

4.2. Monte Carlo design

The two elements of the algorithm that can vary are the amount of time the peer influence
process operates (the number of iterations) and the number of positional variables ()
to construct. Under most circumstances, the peer influence model suggests that opinions
will tend toward equilibrium. Fig. 5 shows the correlation between time ¢ and time 7 + 1
vectors for a network similar to two, showing that for these networks opinion values tend
to equilibrate within seven or eight iterations.

The Monte Carlo design varies the number of dimensions upon which to calculate neigh-
borhood means (from one to nine) and the amount of time to let the procedure continue
(from two to nine iterations). For each combination of dimensions and iterations, variables
are produced that summarize each node’s position in the space. These variables are then put
into two clustering algorithms (SAS PROC FASTCLUS and Ward’s minimum variance) to
see if the program can correctly recover known primary groups. '3

I use the adjusted Rand statistic (Morey and Agresti, 1984) to calculate the fit between
observed and known cluster membership. Rand’s statistic is based on two types of agree-
ment: (1) whether two cases belong to the same cluster in both partitions and (2) whether
two cases do not belong to the same cluster (Rand, 1971). Substantively, the Rand statistic
can be defined as the probability that a randomly selected pair is classified in agreement.
Morey and Agresti adjust Rand’s statistic for chance, giving a more conservative estimate
for how closely two partitions match. The Rand statistic can be calculated based on the
cluster mixing matrix as:

B EXn}— (Tnl Xnd;) /n?
AR () + 1) (S ) - (Sed ) w2

where n;; is the number of cases observed in cell cluster i in the first partition and cluster j in
the second partition,n = >_ > nij, ”,2 f is the sum of the squared elements of cluster i and

Q (6)

13 Details on the clustering procedures can be found at the SAS website (www.sas.com). FASTCLUS is based on
a nearest centroid clustering algorithm. Both are fast procedures, with FASTCLUS running in time proportional
to nvcp, where n is the number of observations, v the number of variables, ¢ the number of clusters requested and
p the number of passes over the data. For the runs reported in this paper, FASTCULS returned clusters in under
10s for each network. The Ward’s minimum variance routine is slower running in time roughly proportional to
n?. The seeming handicap of a polynomial clustering time can be easily overcome by using FASTCLUS as a first
pass through the data to identify many small clusters (say 4000), and using those as the seeds for Ward’s method.
The combined runtime for FASTCLUS and Ward’s for these analyses was less than 3 min. Early results show that
within cell variance was very small, and thus only one iteration of each combination was used.
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Fig. 5. Convergence of RNM values.

n% 4 is the sum of the squared elements of cluster j. Values of £2 approaching zero imply
chance agreement, while values >0 “represent the proportion of the maximum possible
difference obtained between the probability of agreement and the probability of chance
agreement.” (p. 35). When the statistic = 1, the two partitions match exactly.

4.3. Simulation results

The Monte Carlo results are presented in the set of surface plots in Fig. 6. In each surface
plot, the z-axis reports the adjusted Rand statistic, the x-axis the number of dimensions and
the y-axis the number of iterations. The rows correspond to each of the three input networks,
and the two columns represent the fit statistics for the FASTCLUS and Ward’s minimum
variance solutions, respectively.

In general, the cluster algorithms accurately uncover the primary groups for both the
highly separated and moderately separated clusters, with adjusted Rand statistics reaching
values between 0.9 and 1.0 quickly. In all cases, Ward’s minimum variance clustering
procedure slightly outperforms the FASTCLUS procedure. The marginal returns to iterating
beyond seven iterations are small, as the fit tends to level off, which is what we would expect
given the converging values presented in Fig. 5. 14

Returns to additional dimensions do not level out as dramatically, especially for the
moderate and weakly clustered networks. The first point to note is the remarkably poor per-
formance when only a single dimension is used. This suggests that programs using a single

14 While the values change slowly at higher iterations, they do change. Letting the program iterate 100 times,
for example, tends to blur distinctions between primary groups as the between-group influence process starts to
slowly shift the position of the entire group.
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Fig. 6. Primary cluster recovery.

dimension as starting values for iterative search procedures are not getting much of a head
start. When the network is highly clustered, Ward’s minimum variance provides a perfect fit
at six dimensions, and in all cases, a reasonably good fit with either six or seven dimensions.

For weakly clustered networks, the algorithm struggles to separate primary clusters. The
increased number of ties between groups means that the influence process generates higher
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Fig. 7. Secondary group recovery weakly connected primary groups.

levels of homogeneity within secondary groups, blurring the distinction between primary
and secondary groups. > This suggests that one ought to search for secondary groups,
and Fig. 7 provides the Monte Carlo profiles for the secondary groups in the same weak
primary-group network. Here we see an excellent recovery of the secondary groups. If one
were to have applied the algorithm to a real network with weak primary clustering, we still
would have accurately uncovered the secondary groups, at which point one could identify
primary groups by analyzing the relations within the secondary groups.

5. Comparing RNM and other subgroup methods

How well do other clustering algorithms compare with the RNM procedure outlined
above? There are two ways to answer this question. First, I apply the computationally feasi-
ble measures to the large simulated networks. Second, I use data on two smaller networks,
a portion of the MacRea—Gagnon (MacRea, 1960) prison network (g = 39) and a private
Northeastern high school (g = 790) to compare with other group detection methods.

5.1. Large network comparison

The only computationally feasible graph theoretic group detection algorithms for net-
works of this scale are connectivity (components and bicomponets) and k-core partitions.
Neither components nor bicomponents do a good job of uncovering the primary or sec-
ondary groups in the large networks. In every case, the graph is connected and thus every
person is a member of the largest component. Bicomponents also failed to substantively
reduce the network, since only three nodes were excluded from of the largest bicomponent
for the tightly and moderately clustered networks, and only one for the weakly clustered
network. In all cases then, components and bicomponents do not sufficiently identify the
small-world structure of the graph.

15 This effect might decrease if we weight ties by two-step paths, as in NEGOPY.



276 J. Moody/Social Networks 23 (2001) 261-283

Recall that a k-core is a maximal subgraph where every node is connected to k other nodes.
Since we know that every member of the test networks is embedded within a primary group
and that some members have only a few ties (<2), it would be impossible for a k-core with
k > 2 to provide a perfect match. Still, it may be the case that at high levels of k the graph
falls into smaller components that are the heart of each subgroup. If so, one could extract
the highest k-cores from the network, and identify components within this set to uncover
the hearts of the true clusters in the network.

The k-cores are most likely to succeed in the tight cluster network. If the method fails, it
will do so because members of clusters have ties to other clusters, which is minimized in the
tight network. Using PAJEK’s core procedure, there are 9345 nodes, or about 47% of the
total graph, involved in 7-cores. If we look within this set, we find it breaks into nine small
bicomponents of between 42 and 320 nodes and one large bicomponent of 8490 nodes.
Each of the small seven-core groups comes from a different secondary group, meaning that
in these nine cases one would have identified the highest degree actors in the secondary
groups, but in all but one case, the k-cores cross primary groups. The largest biconnected
k-core, however, contains members from every other secondary group, and thus does not
adequately reproduce the underlying small-world structure of the network. '°

Showing that the RNM procedure can recover known clusters is an important validation
of the procedure, but how well does the procedure compare with other well-known methods
on real networks? Here we must restrict ourselves to smaller networks, since there are no
other subgroup algorithms for large networks. I provide two examples. First, I use data taken
from MacRea (1960), based on work of Gagnon, on friendships in a prison. This example
provides a small network that is not overly clustered and thus allows me to compare a
non-obvious case between three different methods. Second, I use data from the National
Longitudinal Survey of Adolescent Health (Add Health) to compare the partitions from
RNM with NEGOPY for a larger friendship network.

5.2. The MacRea and Gagnon prison data

The first example uses sociometric friendship data collected by Gagnon and published in
an early methods paper by MacRea (1960), which is one of the standard datasets in UCINET.
The original data consists of friendship choices among 67 prisoners. From these 67 people,
I first identified the largest strongly connected component, containing 39 people, and use
the underlying undirected graph to compare the performance of UCINET V’s FACTIONS
routine, NEGOPY and the RNM procedure. !7 The sociogram for this network is presented
in Fig. 8, with the cluster partitions for each method indicated by dotted circles.

NEGOPY (Richards, 1995) is a network analysis program designed to identify the sub-
group structure of a network. The program starts with a procedure similar to RNM, but based
on a single dimension. After arraying nodes spatially, the program uses the link structure and

16 If we were to restrict our attention only to these 9345 nodes, we get an adjusted Rand of 0.012 between the
secondary group partition and the 7-core partition.

17 For the purposes of this comparison, I treated the graph as undirected. This results in a less clustered graph
than would be the case if we used only reciprocated arcs or weighted reciprocated nominations more strongly than
unreciprocated nominations (which can be done). As such, it is more difficult for the clustering algorithms to find
dense sub-regions in the graph and is thus a stronger test.
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NEGOPY FACTIONS
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Fig. 8. Strong component of the Gagnon-MacRea prison network.

a pattern recognition algorithm to identify connected groups. NEGOPY is sociologically
sophisticated in that it distinguishes between multiple roles in the network based on the
pattern of relations, differentiating group members from multiple types of isolates, bridges
and tree nodes. Among the three procedures, NEGOPY is the only one that automatically
identifies the number of groups in the network. NEGOPY found six groups in the data and
assigned eight people to non-group roles.

The FACTIONS routine in UCINET V uses a Tabu search procedure to identify groups
by minimizing a function that describes the ‘clique like’ structure of the network. For this
example, I used an option that maximizes the relative within-group density. Based on the
initial NEGOPY results, FACTIONS was asked to produce six clusters. I applied the RNM
procedure to the prison data to construct a set of eight positional variables that were then
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Table 2

Correspondence among three network clustering routines

NEGOPY FACTIONS RNM

Cramer’s V 0.854 0.883

Adjusted Rand (total) 0.548 0.557

Adusted Rand (group) 0.548 0.725

FACTIONS - 0.972
0.939
0.916

entered into Ward’s minimum variance clustering routine. Visual inspection of the resulting
dendrogram for the cluster analysis confirms that six appears to be a reasonable number of
clusters in this particular network.

Table 2 provides the cluster correspondence statistics for each partition. The correspon-
dence measures show that the NEGOPY, FACTIONS and RNM solutions overlap consider-
ably, with the lowest Cramer’s V of 0.85 and Rand statistic of 0.55 between the NEGOPY
and FACTIONS partitions. The three partitions agree perfectly for two groups of five nodes
each (RNM groups A and B), and agree almost completely for RNM group C, with the FAC-
TIONS and RNM procedures differing only in their assignment of node 9. Substantively,
it seems reasonable that node 9 is grouped with 10, 26 and 23 (the people 9 sends most
of his ties to), and thus the RNM and NEGOPY assignments seem sensible. FACTIONS
and RNM match perfectly on the remaining assignments. The major differences between
the NEGOPY and RNM partition center around the three high degree nodes at the center
of the sociogram. NEGOPY’s group E consists of people close to node 21 and 17, while
FACTIONS and RNM separate 17 and 21 into two separate groups. To do so, NEGOPY
has to assign nodes 4 and 18 to bridging positions between two groups (as well as nodes
11 and 25, to separate the {9, 10, 26} clique from the rest of the group). While only deeper
knowledge of the setting could identify which of these two partitions is more appropriate,
the exact correspondence of FACTIONS and RNM is reassuring. The overall high corre-
spondence between the three methods provides a nice small-network confirmation of the
ability of the RNM procedure to identify dense sub-regions in the network.

5.3. An adolescent friendship network

Add Health asked students from a national sample of 140 schools to fill out an in-school
friendship nomination questionnaire. Each student was allowed to nominate their five best
male and five best female friends (for general information on the Add Health data see
http://www.cpc.unc.edu/addhealth/). For detailed descriptions of the school networks, see
Moody (1999). For this comparison, I use data from the largest connected component in one
private northeast high school. The network contains 790 nodes. I generated eight position
variables using the RNM procedure and submitted them to a Ward’s minimum variance
cluster analysis. I use the tree-walk procedure outlined in section 3.2 to determine the
number of clusters, resulting in 19 groups ranging in size from 3 to 179 students.

NEGOPYs default parameters for the same graph resulted in a single large group. Fol-
lowing Richard’s (1995) suggestions (pp. 123—125), I increased the transitive bias in the
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Table 3
Correspondence between NEGOPY and RNM partition®

0 3 4 16 17 18 25 26 29 31 33 34 36 38 43 46 52 56 Total

1 8 8
2 6 6
3 6 6
4 3 3
5 4 4
6 5 5
7 7 7
8 9 9
9 6 6
10 6
11 1 3 2 3 49 1 7 5 71
12 3 3
13 5 5
14 3 3
15 5 5
16 13 13
17 4 4
18 2 5 8 48 39 8 12 96 78 64 2 23 68 10 463
19 5 5
20 3 5 8
21 1 6 7
2 5 5
23 4 4
24 3 3
25 7 7
26 5 5

Total 2 11 8 3 52 45 26 12 132 146 76 5 9 35 91 3 10 5 671

 Adjusted Rand: 0.03.

network (since we would expect friends to be friends with each other in high schools), the
sensitivity of the group detection algorithm, and lowered the size of the window used to
initially detect groups. After these adjustments, NEGOPY assigned 671 people to 26 groups
ranging in size from 3 to 463 people. '8 The overlap between the two clustering procedures
is presented in Table 3.

The two programs overlap exactly in three small groups (underlined in Table 3), but the
most overwhelming result is that the RNM procedure assigns nodes to groups that NEGOPY
does not disentangle. This is most clear in that the one large cluster returned by NEGOPY
has members in 14 of the 19 groups detected by RNM. The adjusted Rand statistic for the
two partitions is 0.03, indicating a very poor correspondence.

To make an intuitive judgement about the type of groups found in the two procedures,
Fig. 9 displays three of the RNM groups that were subsumed under one cluster by NEGOPY.

18 The difference between 790 and 671 is the number of people NEGOPY assigned to non-group roles in the
network.
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Fig. 9. Three RNM clusters from a large high school.

The three groups are clearly distinct and seem to have few internal divisions. There is a
break within the white group, in that 13 nodes on the far right are connected by only three
ties to the remainder of the group. This is an error introduced by the tree-walk process for
determining the number of clusters. If I were to move down the clustering hierarchy, these
13 nodes would form a distinct group.

The procedure is not perfect and has clear limitations. Since the procedure reduces the
graph to a set of position variables, the link structure is not used directly for finding the
groups, though the resulting position variables are created based solely on the link structure.
As such, there is no guarantee that the groups uncovered using the RNM procedure will
be connected. Similarly, high connectivity but low overall density — similar but more
extreme than the Add Health examples produced above — should produce fairly high
levels of overall consistency with little subdivisions between groups. Still, the procedure
does remarkably well given its simplicity, and should provide a nice first step for any
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subgroup analysis of large networks, where more direct techniques are computationally
cumbersome.

6. Conclusion

In this paper, I presented an efficient procedure for identifying dense regions of large
networks that rests on expected properties of social networks. First, much evidence suggests
that many large networks have a small-world structure, with dense local clusters and sparse
connections between subgroups in the network. Second, theory predicts that peers within
such high-density regions of the graph will be similar along multiple dimensions, due at least
in part to endogenous peer influence. The RNM procedure uses a peer-influence process to
identify dense regions of the graph and uncover its small-world structure. Starting with a set
of m random variables (Y), the procedure simulates a dynamic influence process, resulting
in a set of variables that describe each node’s position in the m-dimensional space. Because
the initial random variables are uncorrelated, groups converge on unique positions in the
space, which can then be easily recovered using well-known fast cluster analysis routines.

The Monte Carlo results of this paper show that the algorithm can successfully uncover
known clusters in large networks (tested here on 20,000 node networks, but run successfully
on graphs with over 50,000 nodes). The procedure seems to converge within about seven
iterations and can correctly identify groups with between seven and eight dimensions. The
number of dimensions needed likely increases as the level of clustering in the network
decreases, since each dimension provides greater power for the detection program. Com-
putationally, extra dimensions take little time to produce, though they increase the amount
of time needed in the cluster analyses.

The RNM procedure was also tested on two smaller real-world networks. The first com-
parison showed that the RNM procedure replicates results of two well-known procedures
(UCINET’s FACTIONS and Richard’s NEGOPY), showing that the types of groups un-
covered by RNM are similar to those that would be found with the more sophisticated
procedures. In the cases where they disagree, the RNM procedure seems to produce reason-
able groups, and may be preferred if the purpose of the analysis is to uncover peer influence
groups. The second example shows that for larger, and perhaps less clustered settings, RNM
outperforms NEGOPY by identifying divisions within the network that NEGOPY missed.
Combined, the Monte Carlo and empirical examples show that this simple approach to
identifying subgroups in a network can accurately uncover dense regions within the net-
work. Substantively, this procedure should provide especially interesting results for people
working in cultural or ideational diffusion. Since the algorithm mimics a peer influence
process, if such a process is active in the network, then groups that emerge should have
relatively homogeneous opinions and attitudes.
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